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Abstract

We introduce a model that maps variable-
length word utterances to a word vector space
using convolutional neural networks. Con-
volutional networks are a rich class of ar-
chitecture that, through many nonlinear lay-
ers, can model complex functions of their
input. Our approach models entire word
acoustics rather than short windows as in
previous work. We introduce the notion of
mapping these word inputs to a word vector
space, rather than trying to solve the mas-
sively multi-class problem of word classifica-
tion. Regressing to word vectors offers many
opportunities for further work in this do-
main, as many techniques exist to learn word
vectors for different notions of word similar-
ity. We experiment on hundreds of hours of
broadcast news, and demonstrate our model
can accurately recognize spoken words. Fur-
ther, we use our model to build features for
the SCARF speech recognition system and
achieve an improvement in large vocabulary
continuous speech recognition over a baseline
system.

1. Introduction

Speech recognition remains a challenging goal of artifi-
cial intelligence with countless potential applications.
Modern speech recognition systems are the result of
thousands of man-hours, which is reflected by their
enormous complexity. Indeed, training a state-of-the-
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art recognizer involves several re-estimation stages,
speaker normalization, and signal processing. Each
of these refinements is the result of months or years of
work, and typically result in small absolute improve-
ments to the final system error rate.

Recent work has shown substantial improvements to
such systems are possible by using deep neural net-
works to model the acoustic signal (Dahl et al.,
2011; Mohamed et al., 2011; Vinyals & Ravuri, 2011).
Rather than use domain expertise to engineer modi-
fications to the already complicated existing systems,
the deep learning approach instead learns a highly ex-
pressive model from large amounts of training data.
Such approaches now comprise state-of-the-art sys-
tems on many computer vision tasks while employ-
ing little or no domain-specific engineering (Le et al.,
2011b; Wang et al., 2010). The speech domain too
has rich opportunities to replace existing domain-
engineered approaches with models in the deep learn-
ing regime. Replacing such complexity facilitates fur-
ther research in speech without the need for over-
whelming amounts of domain-specific knowledge.

In this work, we explore using neural networks to
model the acoustics of entire words rather than short,
fixed-length intervals. Since words are long, variable-
length acoustic elements, we use convolutional net-
works to collapse the variable-length inputs to a fixed-
size representation. Previous work by Lee et al. (2010)
uses an unsupervised convolutional model to learn fea-
tures for phoneme classification. Chopra et al. (2011)
use a convolution and temporal pooling architecture,
also for TIMIT phone classification. We build upon
previous work on convolutional neural networks for
speech, but directly addresses the most challenging
problem in the speech domain – large vocabulary con-
tinuous speech recognition (LVCSR). We build a con-
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volutional network capable of classifying tens of thou-
sands of words using long duration acoustic segments.

Our convolutional network must output information
about word identity, which for the broadcast news
dataset we consider requires reasoning over 75,000
unique words. A standard softmax or logistic regres-
sion classifier scales poorly to this number of classes.
Instead we use vector regression where each word in
the vocabulary is assigned a low-dimensional real-
valued vector, and the network predicts the word vec-
tor given its acoustic input. This idea is related to er-
ror correcting output codes for large multi-class prob-
lems (Dietterich & Bakiri, 1995).

Much recent work from the deep learning community
and others has focused on learning word vectors sen-
sitive to different notions of similarity (Collobert &
Weston, 2008; Mnih & Hinton, 2007; Turney & Pan-
tel, 2010). Our model attempts to project an acoustic
input directly into such word vector spaces. Mapping
acoustics to semantics has potential applications not
only in LVCSR, but also for dialogue systems such as
voice search, and recognizing speaker characteristics
like emotive state. Our model provides a framework
for mapping acoustics to different choices of word vec-
tor space, and lays the foundation for joint models
which simultaneously learn word vectors from text and
acoustics.

We introduce our general convolutional network ar-
chitecture which maps variable-length word acoustics
to a fixed-dimensional representation, then discuss our
novel vector regression output layer for speech recogni-
tion. With experiments on hundreds of hours of broad-
cast news we show our model can classify words in a
10,000-way decision task. Finally, we integrate our
model’s word predictions with the SCARF recognizers
and demonstrate improvement over a baseline LVCSR
system.

2. Model

We wish to interpret the acoustic signal v of an entire
word w, and transform it into a vector φ(w) repre-
senting the meaning of the word, or the word itself.
This task corresponds to learning a function f(v) such
that f(v) = φ(w). This function is highly complex, as
acoustics depend on speaker factors such as gender and
emotive state, as well as environmental factors such
as background noise and microphone placement. Fur-
thermore, since word utterances v are variable length
with a substantial range in duration, the function f
must accept a variable-length acoustic input.

A substantial amount of work in speech recognition fo-

cuses on engineering away distortions and speaker vari-
ation, corresponding to learning a function g(v) = v′.
Rather than mapping v to word semantics or identity,
g(v) simply attempts to produce a ’clean’ or canoni-
cal acoustic representation, v′ (Gales & Young, 2007).
Our work instead takes a deep learning approach to the
problem – leveraging an abundance of data to train a
model with large capacity. The goal of this approach
is to fit a highly expressive model to approximate the
true function f(v) by leveraging an abundance of la-
beled examples of the form (v, φ(w)). This direct ap-
proach avoids the potentially challenging engineering
effort of modeling away distortions in v and prescribing
how the “true” v′ should look.

Deep neural networks have recently demonstrated sub-
stantial success as acoustic models in HMM-based
speech recognition systems (Dahl et al., 2011). These
approaches reason over very short acoustic spans, typ-
ically on the order of 75 to 175 milliseconds (ms).
Because the inputs are small, fixed-duration acoustic
spans, the neural network directly models the entire
acoustic span. Our acoustic input is instead an entire
word, which are variable in length and last 312 ms on
average but often last 500 ms or more.

With such large variations in temporal extent, a
straightforward neural network approach can not be
used. Instead, we use a convolutional neural network
which can model long duration words with a tractable
number of parameters. This general architecture ef-
ficiently collapses variable-length inputs into a fixed-
size representation. As in previous work on convo-
lutional models applied to images, we can introduce
arbitrary numbers of convolution and pooling layers
to achieve a highly expressive multi-layer architecture
(LeCun et al., 1998).

Using convolution and pooling, we obtain a fixed-
dimensional vector representation z of an acoustic in-
put span v. The convolutional network thus represents
a function z = h(v) which becomes increasingly non-
linear as we increase the number of filters in each layer,
the number of layers, and other features of the network
architecture. This is detailed in Section 2.1.

Ultimately the model must predict a word vector φ̂
which approximates the true word vector φ(w) corre-
sponding to the utterance. The model already has
substantial nonlinearities in h(v) so we use a simple,

affine mapping from z to the predicted vector φ̂. This
is discussed in Section 2.2.

By representing words as vectors we have a fixed size
output layer to capture an arbitrarily large vocabu-
lary, because each word is simply a point in high-
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Figure 1. Convolutional network architecture.

dimensional space. This approach results in a net-
work model size which is constant as the vocabulary in-
creases. In contrast, a softmax classifier over all words
results in a model which scales linearly with the vocab-
ulary size. This scales poorly when we consider large
vocabulary speech recognition tasks, and training clas-
sifier parameters for words which occur infrequently is
difficult from an optimization perspective.

2.1. Convolution and Pooling

We are given an acoustic input signal v ∈ Rn(0)×t(0) ,
where t(0) is the word duration and each column of v is
a n(0)-dimensional feature computed at an instance in
time. By a sequence of convolution and pooling steps,
our model must yield a fixed-length output represen-
tation h(v).

A filter response, C(1) ∈ Rn(1)×t(1)C is computed by
convolving n(1) learned filters with the input signal,
and applying a nonlinear activation function to the
output.

C
(1)
i = σ(W

(1)
i ? v + b

(1)
i ) (1)

where each W
(1)
i ∈ Rn(0)×ω(1)

c is a linear convolutional

filter, b
(1)
i is a scalar bias term, and σ(·) a nonlinear

activation function. The number of filters n(1) and the
width of each filter ω

(1)
C are both free parameters of the

architecture. Each column of the resulting activation

matrix C(1) thus represents n(1) filter responses at a

particular time instant. The number of columns, t
(1)
C is

determined by a “valid” convolution (? operator) and
the length of the original signal, t(0). Namely:

t
(1)
C = t(0) − ω(1)

C + 1 (2)

The literature explores several options for the nonlin-
ear function given by σ(·), most commonly the logistic
function. In our work however we use the soft sign
function σ(x) = x

1+|x| (Glorot & Bengio, 2010). This

function has been shown to be more amenable to back-
propagation in deep architectures because it reduces
gradient saturation problems.

Our architecture next performs a local pooling oper-
ation over time to add robustness to minor temporal
shifts. This layer transforms the representation C(1)

into a pooled representation P (1) by segmenting the
response of each filter into non-overlapping temporal

regions rk of width ω
(1)
P and computing a statistic on

each. A common choice of statistic is mean pooling :

P
(1)
i,k =

1

|rk|
∑
j∈rk

C
(1)
i,j (3)

taking a local average over each region. Another com-
mon variant is max pooling :

P
(1)
i,k = max

j∈rk
|C(1)

i,j | (4)

which has been shown to work well when applying con-
volutional networks to images.

If ω
(1)
P is fixed, the length of our new representation is

given by:

t(1) = dt(1)C /ω
(1)
P e (5)

The resulting representation P (1) is an n(1)-
dimensional representation of the audio at each instant
in time, and there are an unknown number of time in-
stances. Thus we can generalize equations 1. . . 5 to
create a second convolution response C(2) and pool-
ing layer P (2), treating P (1) as an input signal. This
convolution and pooling process can be extended to
an arbitrary number of layers, forming a deep convo-
lutional network and adding to its expressive power.

Thus far, the network described transforms a variable-
length input into a variable-length feature representa-
tion, whose length scales linearly with that of its input.
However, the function we wish to ultimately encode,
h(v), must yield a fixed-dimensional representation z
which does not depend on word duration. To capture
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this, we treat P (N) as a special case. Unlike the lower

layers, where the region sizes ω
(1)
P , · · · , ω(N−1)

P were

fixed hyperparameters, we let ω
(N)
P scale with the size

of its input.

ω
(N)
P = dt(N)

C /K
(N)
P e (6)

where K
(N)
P , the number of top-level pooling regions,

is a free parameter of our network. P (N), as given by

equations 3 or 4, is of fixed size n(N)×K(N)
P regardless

of the duration of the input signal. Flattening P (N)

yields a vector z of dimensionality n(N) ∗ K(N)
P , the

number of hidden units in the final convolutional layer
multiplied by the number of top-level pooling regions.
These layers thus define h(v). A summary of its pa-
rameters are given in Table 2.1.

Scope[`] Description

n(`) 1...N # filters at C(`)

ω
(`)
C 1...N Width of filters at C(`)

ω
(`)
P 1...N − 1 Width of pool regions at P (`)

K
(`)
P N # pool regions at P (N)

Table 1. A list of free parameters in the h(v) network

2.2. Vector Regression

The hidden layers of the architecture provide the vec-
tor z, fixed-dimensional representation of the acoustic
input v obtained by a parametrized nonlinear trans-
formation.

We assume each word, w, in the vocabulary has an
associated real-valued word vector, φ(w). These vec-
tors can represent acoustic, syntactic, and semantic
information conveyed by words. There are numerous
ways to learn such vectors depending on the applica-
tion in which the vectors are to be used (Turney &
Pantel, 2010; Bengio et al., 2003). For our purposes
the vector representations can come from any sort of
learning procedure. The important property of us-
ing word vectors is the ability to handle an arbitrarily
large vocabulary with a fixed number of model param-
eters. The dimensionality d of the word vectors is a
free parameter of the architecture. Reasonable choices
for d depend on the size of the vocabulary and algo-
rithm used to generate the word vectors. In practice
vocabularies on the order of hundreds of thousands of
words can be meaningfully modeled with d as small
as 50 or 200. Thus regressing to word vectors vastly
reduces the model complexity as compared to learning
a parametric classifier for each word in the vocabulary.

We use a linear regression layer R to predict a word

vector φ̂ from an acoustic span v,

φ̂ = W (R)h(v) + b(R). (7)

The affine mapping defined by W (R) and b(R) project
the high-dimensional vector h(v) into the word vector
space. We use a simple affine mapping here because
we want the network to capture rich transformations
in the convolution and pooling layers rather than while
doing the regression.

When training the model, we are given a dataset D
containing tuples of the form (v, w) corresponding to
the utterance acoustics and word identity respectively.
The associated word vector φ(w) is then taken from a
lookup table, as the word representations are fixed in
advance of network training. The loss function for the
model is given by,∑

(v,w)∈D

||W (R)h(v) + b(R) − φ(w)||2 + λ||θ||2. (8)

This is a quadratic linear regression loss function with
a weight norm penalty. The vector θ corresponds to
all weight matrices in the convolution and regression
layers, and λ is a scalar parameter controlling the
strength of the weight penalty term. We optimize this
loss function with respect to all network and regression
parameters simultaneously.

3. Experiments

Mapping word-level acoustic information to word se-
mantics or identity is one of the fundamental chal-
lenges in large vocabulary speech recognition systems.
Existing methods apply a standard HMM approach to
most speech tasks. Well-tuned HMM systems are the
state-of-the-art approach to recognizing speech given
raw acoustic information. These systems however rely
on a Markov assumption at the frame level, mean-
ing their associated acoustic models consider only very
short temporal spans of the signal. In our exper-
iments, we work with a second-pass speech system,
SCARF, which naturally handles integrating informa-
tion from word-level acoustics. Furthermore, SCARF
reasons over n-best lattices generate from a high per-
formance HMM system. This results in improvements
to SCARF directly improving large vocabulary speech
recognition benchmarks. We first analyze our model’s
capability as a word classification system, and then
perform speech recognition experiments on the RT-03
broadcast news task.

3.1. Dataset

We train our model on 300 hours of English broad-
cast news audio from the TDT4 corpus. There are
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many speakers with relatively clean speech and lit-
tle background noise. The dataset includes sentence-
level human transcriptions, which does not immedi-
ately satisfy our need for acoustic spans labeled at the
word level. We obtain word timing information for the
transcribed text from the IBM Attila system (Soltau
et al., 2010). n-best lattices derived for this system
were released by (Zweig et al., 2011) for experiments
in second-pass speech recognition. This results in over
2 million acoustic spans labeled by the word being said
during each span.

To represent the acoustic signal we use log Mel-scale
filterbank responses generated by HTK. Each frame of
acoustic data is derived from 25 ms of audio, and the
step size between successive frames is 10ms. We first
apply PCA whitening to the input window to reduce
its dimensionality. This substantially reduces the in-
put dimension because successive frames of the acous-
tic signal are highly correlated.

The vectors φ used to represent each word form an em-
bedding of the vocabulary in high-dimensional space.
This space can fit different intuitions about word simi-
larity, where similarity is encoded by distance between
words’ vector representations. Word vectors for speech
are fundamentally different from word vectors for text
alone because word similarity should depend on both
the words’ pronunciations and word meaning or syn-
tax. For example, in a word vector space built purely
from acoustics similar sounding words such as ‘grass’
and ‘grease’ could be easily confused because their vec-
tor distance is small. In contrast, a vector space which
encodes word semantics while ignoring acoustics will
have ‘grass’ and ‘grease’ much further away. Such a
vector space is potentially more useful in recognizing
word and phrase variations, such as when using a di-
alog system to search for songs or movies. However,
the difficulty of regressing from acoustics alone to word
vectors depends on acoustic sensitivity in the word vec-
tor space.

Because we are not aware of a method to learn word
vectors which are sensitive to both word acoustics and
semantics, we randomly generate unit-norm vectors to
use as word representations for this work. In prelim-
inary experiments we found randomly generated vec-
tors perform better than those derived from a neural
language model (Turian et al., 2010). We hypothe-
size this is due to the importance of not confusing
frequently occurring function words for speech recog-
nition – such words are relatively close together in
syntactically-focused vector spaces. We additionally
performed initial experiments using word vectors de-
rived from a pronunciation dictionary wherein words

are represented by bag of phoneme vectors. This more
acoustically-grounded representation performed only
slightly better than random vectors and is thus not
used in our final set of experiments for simplicity.

3.2. Network Training

There are several free parameters in the network ar-
chitecture including the number of layers, window size
of convolution filters, and pooling region sizes. We
explore one setting for these parameters which limits
the architecture size and depth for computational rea-
sons. We train a network with 200 first layer filters,
each filter looks at 11 consecutive input frames. Filter
responses are passed through the soft sign nonlinear-
ity, and then mean-pooled (see equation 3) using the
final pooling layer. The final pooling layer computes
an average over 4 temporal regions on the filter re-
sponses, resulting in a 4 ∗ 200 = 800 dimensional rep-
resentation of the input. The linear regression layer
projects this 800-dimensional representation to a 50-
dimensional word vector.

Training a convolutional network on hundreds of hours
of acoustic data poses a difficult optimization prob-
lem. We use mini-batch L-BFGS optimization, which
as shown recent success as a technique for training
deep neural network architectures (Le et al., 2011a).
We use the L-BFGS algorithm as implemented by the
minFunc package 1.

3.3. Word Classification

To evaluate the trained network in isolation, we ana-
lyze its performance at the task of classifying words.
For classification evaluation, we consider test exam-
ples from only the 10,000 most frequent words from
the training set rather than the full vocabulary. Given
input acoustics, our model predicts a word vector φ̂.
The classifier output is then the nearest word vector
φw from the set of 10,000 possible words. This nearest
neighbor approach allows for such a large vocabulary
as compared to a parametric classifier attempting to
learn separate parameters for each of the 10,000 words.

Classification performance is evaluated using 10 hours
of audio withheld from the training set, corresponding
to 87,859 word instances. Word occurrence in speech,
like text, follows a power law distribution. Because of
this, a baseline classifiers that always choose the most
frequent word, or sample from the prior over word oc-
currence can perform surprisingly well in terms of ac-
curacy. We use these approaches as baselines when
evaluating the accuracy of our model. Table 2 shows

1http://www.di.ens.fr/ mschmidt/Software/minFunc.html
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Classifier 100 10,000

Prior 3.8 0.8
Majority Class 13.1 6.2
Our Method 46.0 20.6

Table 2. Word classification accuracy (%). Classifiers are
tested using both the 100 and 10,000 most frequent words
from the training set as possible outputs. Our model pre-
dicts a vector and outputs a class prediction by choosing
the nearest word’s vector in Euclidean distance. We in-
clude baselines of randomly choosing classes from the em-
pirical distribution over words (Prior), and always choosing
the most frequently occurring word (Majority Class).

the accuracy result.

As can be seen, the same model is able to achieve
both 46.0% accuracy in a 100-way classification task
and 20.6% accuracy in a 10,000-way classification task.
This suggests that it is indeed possible to learn a
transformation from an acoustic signal into a mean-
ingful word-vector representation, where similarity in
feature-space correlates with word similarity. As the
significantly under-performing baselines show, this is
not simply learning from the prior on word distribu-
tions: the output vector φ(w) carries meaningful infor-
mation about the input signal v. Even when the num-
ber of candidate words it must discriminate against is
extremely high, this discriminative power is not lost.

4. Large Vocabulary Continuous
Speech Recognition

Word classification is one example of potential appli-
cations for our word-level acoustic model. Perhaps the
best known and most challenging application for such
models is large vocabulary continuous speech recog-
nition (LVCSR). We integrate our model with the
SCARF second-pass recognition system to evaluate
whether our acoustic model can improve upon an al-
ready high-quality speech system.

The standard approach to LVCSR uses hidden Markov
models (HMMs) with Gaussian mixture model acous-
tic models. This basic system has been refined over
the past 25 years, resulting in extremely complicated
training recipes to achieve state-of-the-art recognition
performance (Gales & Young, 2007). Improvements
to HMM systems include vocal tract length normal-
ization (Wegmann et al., 1996), minimum phone er-
ror training (Povey & Woodland, 2002), feature space
maximum likelihood linear regression (Gales, 1998),
and boosted maximum mutual information training
(Povey et al., 2008). Each of these improvements
require a substantial amount of innovation and typ-
ically results in less than a 1% absolute improvement

on word error rate (WER) of the final speech sys-
tem. Furthermore, such improvements require a high
level of domain expertise, resulting in a community of
speech researchers somewhat isolated from the larger
machine learning community. Our approach uses ma-
chine learning methods without specialized domain
knowledge. Improving LVCSR systems using this ap-
proach to research has perhaps larger potential as we
can more easily include new machine learning ideas
to our methods than can be done by working directly
with already complex HMM systems.

4.1. SCARF Recognizer

The SCARF speech recognition system of (Zweig &
Nguyen, 2010) offers the ability to achieve and improve
upon state-of-the-art LVCSR results without the mas-
sive engineering effort involved in working with HMM
systems directly. SCARF uses segmental conditional
random fields to reason about recognition at the word
level. It reasons over possible segmentations of the
speech signal in time, and the word label of each seg-
ment. Specifically, SCARF computes the probability
P (w|v) of a word sequence w given an acoustic signal
v as,∑

q∈Seg(w,s) exp(
∑

q∈q,k αkfk(w(q), v(q)))∑
w′

∑
q∈Seg(w′,s) exp(

∑
q∈q,k αkfk(w(q), v(q)))

(9)

For a particular utterance v and transcription hy-
pothesis w, SCARF reasons over all possible |w|-
segmentations of the acoustic input. Each segment
q in a segmentation q is a portion of the acoustic sig-
nal assigned to a particular word w ∈ w. Features in
SCARF fk(w(q), v(q))) are a function of both the word
w(q) and acoustics v(q) of a particular segment q. For
example, a unigram language model feature assigns its
feature value based solely on the word hypothesis for
the segment w(q) and ignores the acoustics.

Reasoning over all possible utterance transcriptions
and segmentations is not tractable, so SCARF relies
on a lattice to restrict the search space. A lattice is
defines a directed graph over time where vertices cor-
respond to start/end times of words and edges to a
particular word, figure 2 shows an example. The lat-
tice compactly represents possible transcriptions for
the entire time span of the utterance. We use lattices
for the 300 hour broadcast news corpus described in
section 3.1. The lattices were generated by the IBM
Attila HMM recognizer (Soltau et al., 2010) and re-
leased publicly by Zweig et al. (Zweig et al., 2011).
These lattices correspond to an n-best decoding from
the system, but in our experiment we do not provide
SCARF with information about what the original rec-
ognizer chose as the most likely answer.
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Andrew, f1=0 ran, f1=1 

Figure 2. Example word lattice for an utterance. The lat-
tice compactly represents possible segmentations of the ut-
terance along with their transcriptions. We predict a word
vector φ̂ for each segment (edge) and compute the distance
from to the actual word vector φ(w) for the segment. A bi-
nary feature f1 is then produced to indicate which edge in
an overlapping time span has minimum distance.

SCARF is trained on the lattices using a single feature
– a unigram language model. We chose the simple
language model and absence of other features to fo-
cus solely on the contribution of our novel word-level
acoustic model to system performance. Word error
rate (WER) is then evaluated on the RT-03 dataset
using the Sclite tool. The resulting WER is 20.1%
which is, as anticipated, high relative to the 15.6%
performance achieved when using the 1-best decoding
from Attila as a feature for SCARF.

4.2. Minimum Distance Feature

Our model predicts a word vector φ̂q for an acous-
tic segment q using only the acoustic information
v(q). When using SCARF, we also have a word la-
bel w(q). We then compute the Euclidean distance

d = ||φ̂q − φw(q)|| between the predicted word vector
and the word vector corresponding to the word seg-
ment label.

After computing distances for all segments in the lat-
tice, we convert them to a binary feature. At a par-
ticular point in time there is some confusion set C of
possible segments that overlap at that time point. In
figure 2 the segments ‘And’ and ‘Andrew’ form a con-
fusion set, and the segments ‘you’ and ‘Andrew’ form
a separate confusion set. Our final feature function is
given by,

f1(w(q), v(q)) =

{
1 minq∈C ||φ̂q − φw(q)||
0 otherwise

. (10)

So any segment that is the minimum distance predic-
tion for a confusion set in the lattice will have feature
f1 active. Figure 2 shows a valid setting of f1 based
on the confusion sets present in the lattice.

4.3. Results

We train SCARF using our minimum distance feature,
as well as the same unigram language model feature

Model Word Error Rate (%)

SCARF baseline 20.1
SCARF w/ Min Dist 19.8

Attila HMM 15.6

Table 3. Speech Recognition Performance. Adding our
minimum distance feature improves upon the baseline sys-
tem, but does not outperform using output of the highly
engineered Attila recognizer is as a feature.

described in section 4.1. Table 3 shows the resulting
WER for our model and the baseline, as well as the
performance possible in SCARF when including the
1-best hypothesis from the Attila system as a feature.

Our model achieves a 1.5% relative improvement over
the baseline system – a reasonable gain for this chal-
lenging LVCSR task. Such a relative improvement is
on the order of what is attained by adding yet another
training step or feature modification to HMM systems
like Attila, but our approach does not rely on domain-
specific knowledge. This demonstrates that using con-
volutional networks to reason over entire words can
benefit complete speech recognition systems.

5. Conclusion

We introduced a convolutional network architecture
that projects the acoustics of an entire word to a
word vector space. This general framework enables
the model to handle large vocabularies via regression
in place of parametric classification. We demonstrated
the architecture’s ability to accurately classify words
in a 10,000-way problem. Further, when integrated
into a large vocabulary speech recognizer, our model
provides improvement over a baseline system. This
demonstrates the potential for word-level deep learn-
ing approaches in the speech domain. Finally, the
convolutional vector regression framework has many
architecture parameters, and there are several types
of word vector space we can choose. This offers many
opportunities for future work in learning deep archi-
tectures to project word utterances into word vector
spaces. Such models have application not only for
speech recognition, but also dialog systems like voice
search, and exploring vector spaces to capture both
acoustic and semantic similarity.
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